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Abstract

We investigate right ideals as codes in twisted group algebras. Such codes are
called twisted group codes. It turns out that many interesting codes belong to this
class; for instance, the ternary extended Golay code, Hamming codes and constacyclic
codes. In particular we characterize all linear codes which are twisted group codes in
terms of their automorphism group.

1 Introduction

Group codes, i.e., left or right ideals in group algebras over finite groups turned out to be
a class of interesting linear codes [14], [1], [6], [8], [3], [16], [7], [5], [4]. Many optimal linear
codes can be realized as group codes. The advantage to look at group codes is the algebra
structure of the ambient space which may be used via representation theory to lead to
surprising coding theoretical facts. However, there are other interesting codes which are
still ideals in an algebra, namely a twisted group algebra, which in general is not a group
algebra. For instance, the binary extended Golay code is a right ideal in the group algebra
F2S4 where S4 is the symmetric group on 4 letters [3]. The ternary extended Golay code
is never a group code [16], but it turns out that it is a right ideal in the twisted group
algebra Fα

3A4 where A4 is the alternating group on 4 letters and α defines a twist in the
algebra structure (section 5). Such ideals (right or left) are called twisted group codes.
We shall see that all perfect linear codes are twisted group codes (section 6). As one of the
main results we characterize in Theorem 3.2 all linear codes C which are twisted group
codes. Similar to group codes [2] the answer depends on particular subgroups of Aut(C).

Throughout the paper G always denotes a finite multiplicative group and F a field,
which is not necessarily assumed to be finite. In case of a finite field we write Fq for F if
q is the size of the field F. We use 1 for both, the identity 1 = 1G in G and the identity
1 = 1F in the field F. Finally, by E = En we denote the identity matrix of type (n, n).
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2 Preliminaries

Definition 2.1 a) A map α : G×G −→ F∗ = F \ {0} is called a 2-cocycle of G if

α(g1, g2g3)α(g2, g3) = α(g1g2, g3)α(g1, g2)

for all gi ∈ G. We denote the set of all 2-cocycles of G by Z2(G,F∗).
b) A 2-cocycle α is called a coboundary if there exists a map β : G −→ F∗ with β(1) = 1
such that

α(g, h) = β(g)−1β(h)−1β(gh)

for all g, h ∈ G. Let B2(G,F∗) denote the set of all coboundaries of G.

Note that we can replace a 2-cocycle α by the normalized 2-cocycle α′ which is defined
by

α′(g, h) =
α(g, h)

α(1, 1)
.

In this case we obviously have

α′(g, 1) = α′(1, h) = α′(1, 1) = 1.

for all g, h ∈ G.

In the following we always assume that 2-cocycles are normalized.

Definition 2.2 Let α be a 2-cocycle of G and let

FαG = {a =
∑
g∈G

agg | ag ∈ F}

be the F-vector space with basis {g ∈ G}, which is in one to one correspondence with G,
and multiplication

gh = α(g, h)gh

extended linearly. Observe that FαG is an associative F-algebra of dimension |G| called a
twisted group algebra.

Remark 2.3 a) For α, β ∈ Z2(G,F∗), we define αβ ∈ Z2(G,F∗) by αβ(g, h) = α(g, h)β(g, h)
for all g, h ∈ G. With this operation Z2(G,F∗) becomes a multiplicative abelian group.
b) The set B2(G,F∗) of coboundaries forms a subgroup of the group Z2(G,F∗) and the
factor group H2(G,F∗) = Z2(G,F∗)/B2(G,F∗) is usually called the second cohomology
group of G with values in F∗. For α ∈ Z2(G,F∗) we denote its image in H2(G,F∗) by [α].
c) Let α, β ∈ Z2(G,F∗). Then FαG ∼= FβG as algebras if and only if [α] = [β] (see for
instance ([13], Proposition 1.2.6)). More precisely, if α(g, h) = β(g, h)γ(g)γ(h)γ(gh)−1,
then the isomorphism from FαG to FβG is given by g 7→ γ(g)g for g ∈ G. Note that this
isomorphism is distance preserving.
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Definition 2.4 We call a right ideal C in a twisted group algebra FαG a twisted group
code, more precisely a (G,α)-code over F. We then briefly write C ≤ FαG. In case G
is cyclic, abelian, dihedral, ... we say that C is a twisted cyclic, abelian, resp. dihedral
group code.

To look at right ideals is just for convenience. Everything in the following holds equally
true for left ideals.

Example 2.5 By definition a λ-constacyclic code of length n over F is an ideal in the
algebra A = F[x]/(xn − λ) where λ ∈ F∗. Let G be a cyclic group of order n generated by
g. We define a (normalized) 2-cocycle αλ by

αλ(g
i, gj) =

{
1 if 0 ≤ i+ j < n
λ if n ≤ i+ j ≤ 2(n− 1)

With this setting we have A ∼= FαλG. Thus constacyclic codes are twisted cyclic group
codes. Note that FαλG is a commutative algebra.

Definition 2.6 As in the case of group algebras we define a symmetric non-degenerate
bilinear form

⟨· , ·⟩ : FαG× FαG −→ F

by setting
⟨g, h⟩ = δg,h.

for g, h ∈ G.

Observe that in general the form ⟨· , ·⟩ is no longer G-invariant since

⟨g x, h x⟩ = ⟨g, h⟩α(g, x)α(h, x)

for g, h, x ∈ G.

Definition 2.7 For a =
∑

g∈G agg ∈ FαG we put

â =
∑
g∈G

agα(g, g
−1)g−1.

The map a 7→ â is obviously an F-linear isomorphism on FαG, but in general neither
an involution nor an anti-algebra isomorphism.

Lemma 2.8 Let G be a finite group and let α be a 2-cocycle for G.

a) We have α(g, g−1) = α(g−1, g) for all g ∈ G.

b) If α(g, g−1)α(g−1, g) = 1 for all g ∈ G, then ̂̂a = a for all a ∈ FαG.
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Proof: The statements are straight forward calculations.
2

Recall that the multiplication ◦ in the opposite algebra Aop of an algebra A is defined
by a ◦ b = ba.

Proposition 2.9 ([13], Proposition 1.6.9) The map a 7→ â induces an algebra isomor-
phism from (FαG)op onto Fα−1

G.

As a direct consequence we have the following fact.

Theorem 2.10 Suppose that α = α−1 is a 2-cocycle for G. Then a 7→ â defines an
anti-algebra isomorphism of FαG of order 2.

Proof: The condition ̂̂a = a follows from Lemma 2.8 b). 2

Recall that a finite dimensional F-algebra A is called a Frobenius algebra if there exists
an F-linear function λ ∈ HomK(A,F) whose kernel contains no left or right ideal other
than zero ([11], Chap. VII, Exercise 53). If A = FαG is a twisted group algebra, we may
define λ ∈ HomK(A,F) by

λ(a) = a1

for a = a11 +
∑

1̸=g∈G agg. Suppose that I is a right ideal in FαG and λ(I) = 0. If
a =

∑
g∈G agg ∈ I with ah ̸= 0 for some h ∈ G, then

0 = λ(ah−1) = α(h, h−1)ah ̸= 0,

a contradiction since ah−1 ∈ I. Thus twisted group algebras are Frobenius algebras. Note
that by Lemma 2.8 a), we have λ(ab) = λ(ba) for all a, b ∈ A. Thus twisted group algebras
are even symmetric algebras ([11], Chap. VII, Exercise 54).

On A = FαG there is a non-degenerate bilinear form ⟨· , ·⟩Frob given by

⟨a, b⟩Frob = λ(ab)

for a, b ∈ A. Note that ⟨ac, b⟩Frob = ⟨a, cb⟩Frob for all a, b, c ∈ A. Thus, if C ≤ A, then

Annl(C) = L(C) := {a ∈ A | ⟨a, c⟩Frob = 0 for all c ∈ C}.

This leads us to an extension of an early result of MacWilliams ([14], Theorem 1) to
twisted group algebras.

Proposition 2.11 Let C ≤ FαG be a twisted group code. Then

C⊥ = ̂Annl(C).
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Proof: Let a ∈ Annl(C). Thus for c ∈ C we have

0 = ⟨ac, 1⟩ = ⟨c, â⟩,

by Lemma 2.8 a). This proves that ̂Annl(C) ≤ C⊥. Note that dim ̂Annl(C) = dimAnnl(C)
and dimC⊥ = |G| − dimC. Since FαG is a Frobenius algebra, we have dimAnnl(C) =
dimL(C) = |G| − dimC (see [11], Chap. VII, Section 11) which completes the proof. 2

Clearly, if α = α−1, then for C ≤ FαG the dual code C⊥ is also a right ideal in FαG, by
Theorem 2.10. But in general C⊥ is not a right ideal in FαG. We only have C⊥ ≤ Fα−1

G.

In the following we denote by M(Fq, n) the set of the monomial matrices A of type
n × n. A monomial matrix which is a multiple of the identity matrix is called a scalar
matrix. If C ≤ Fn

q is a linear code, then

Aut(C) = {A | A ∈ M(Fq, n), CA = C}

is the group of automorphisms of C. Recall that a monomial matrix A of type n× n over
Fq is of the form

A = diag(a1(A), . . . , an(A))P (π(A))

where diag(a1(A), . . . , an(A)) is a diagonal matrix with entries ai(A) ∈ F∗
q and P (π(A))

is the permutation matrix of the permutation π(A) induced by A on {1, . . . , n}. We call
the diagonal matrix D = diag(a1(A), . . . , an(A)) the diagonal part and P = P (π(A)) the
permutation part of A.

Lemma 2.12 Let C ≤ Fα
qG be a twisted group code. Then A = DP ∈ Aut(C) if and only

if A′ = D−1P ∈ Aut(C⊥).

Proof: It is well-known that Aut(C⊥) = Aut(C)T where AT denotes the transpose of
the matrix A. If A = DP ∈ Aut(C) is the matrix of the action of g ∈ G on FαG (from
the right), then α(h, g) is the entry at (h, g) in the diagonal matrix D. Since with A also
A−1 ∈ Aut(C) we get

A′ = A−1T = (P−1D−1)T = D−1TP−1T = D−1P

and the assertion follows since C⊥⊥ = C. 2

3 When is a linear code a twisted group code?

Let G be a finite group of order n. Then, according to ([2], Theorem 1.2), a linear code
C ≤ Fn

q is a G-code (i.e., a right ideal in the group algebra FqG) if and only if G is
isomorphic to a regular subgroup of the group of permutation automorphisms of C which
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means that G ∼= H ≤ Aut(C) where H is a group of permutations which acts transitively
on the set {1, . . . , n} of coordinates of C and the stabilizer of any coordinate in H is the
trivial group. In this section we prove its analogue for twisted group codes.

To start with let α be a normalized 2-cocycle of G with values in F∗
q . We put

G(α) = F∗
q ×G

and define a group structure on G(α) by setting

(λ, g) · (µ, h) = (α(g, h)λµ, gh)

for λ, µ ∈ F∗
q and g, h ∈ G. Note that

N = {(λ, 1) | λ ∈ F∗
q} ∼= F∗

q

is a normal subgroup of G(α) and G(α)/N ∼= G. Furthermore, G(α) allows a monomial
action on Fα

qG by

g(λ, h) = (λg)h = λα(g, h)gh.

Observe that the only diagonal matrices of this action are scalar multiples of the identity.

Lemma 3.1 Let C be a twisted group code in Fα
qG for a suitable 2-cocycle α of G. Then

there exists a subgroup Ĝ ≤ Aut(C) in which the only diagonal matrices are scalar matrices
and G ∼= π(Ĝ) acts regularly on the coordinate set {g | g ∈ G} of Fα

qG.

Proof: Let c =
∑

g∈G cgg ∈ C and (λ, h) ∈ G(α). Then

c(λ, h) =
∑
g∈G

cgg(λ, h) =
∑
g∈G

cgg(λ, h) = λch ∈ C

since C is a right ideal in Fα
qG. Thus if Ĝ is the group of monomial matrices corresponding

to the right action of G(α) on Fα
qG, then Ĝ ≤ Aut(C). Clearly, G ∼= π(Ĝ) acts regularly

on the coordinate set {g | g ∈ G}. 2

Theorem 3.2 Let C ≤ Fn
q be a linear code. Then C is a twisted group code in Fα

qG

for a suitable 2-cocycle α of G if and only if there exists a subgroup Ĝ ≤ Aut(C) where
G = π(Ĝ) acts regularly on {1, . . . , n} and the only diagonal matrices in Ĝ are scalar
matrices.

Proof: According to Lemma 3.1 we only have to prove that C is a twisted group code
if there exists Ĝ ≤ Aut(C) with the mentioned properties. For each y ∈ G we choose an
element ŷ ∈ Ĝ such that π(ŷ) = y. Later on we will take ŷ with a particular property.
Let B = {ei | i = 1, . . . , n} denote the standard basis of Fn

q . Since G acts regularly on
{1, . . . , n} we may identify i ∈ {1, . . . , n} with the unique element x ∈ G where i = 1x.
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Thus B = {ex | x ∈ G}. Note that for y ∈ G we have iy = (1x)y = 1(xy). Hence iy
corresponds to xy. Now let

exŷ = ax(ŷ)exy.

If ŷ′ ∈ Ĝ with π(ŷ′) = π(ŷ) = y, then ŷ = λŷ′ for some λ ∈ F∗
q , by assumption. Thus for

each y ∈ G we may choose the unique ŷ ∈ Ĝ with a1(ŷ) = 1.
Now we define α : G×G −→ F∗

q by

α(x, y) = ax(ŷ).

First we prove that α is a 2-cocycle. We have to show that

α(xy, z)α(x, y) = α(x, yz)α(y, z)

for all x, y, z ∈ G or equivalently that

axy(ẑ)ax(ŷ) = ax(ŷz)ay(ẑ).

Computing (exŷ)ẑ = ex(ŷẑ) we see that

(∗) axy(ẑ)ax(ŷ) = ax(ŷẑ).

Thus it needs to show that
ax(ŷẑ) = ax(ŷz)ay(ẑ).

By (∗) we have ay(ẑ) = a1(ŷẑ). Thus it needs to show that

ax(ŷẑ) = ax(ŷz)ay(ẑ) = ax(ŷz)a1(ŷẑ)

which is obviously true since
1

a1(ŷẑ)
ŷẑ = ŷz.

Thus α is a 2-cocycle of G.
Finally we consider the Fq-linear isomorphism

γ : Fn
q −→ Fα

qG

defined by exγ = x. For ŷ ∈ Ĝ we have on one hand side

(exŷ)γ = (ax(ŷ)exy)γ = ax(ŷ)xy,

on the other hand side

(exγ)y = x y = α(x, y)xy = ax(ŷ)xy.

Thus, since C is invariant under Ĝ we get that Cγ is a right ideal in Fα
qG and the proof

is complete. 2
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Example 3.3 Let C be the ternary [4, 2, 3] Hamming code, often called the tetracode.
An easy calculation with Magma shows that

Aut(C) =

〈
diag(1, 1, 1,−1)


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 ,diag(1, 1, 1,−1)


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


〉

which is isomorphic to GL(2, 3) of order 48.
If we put

Ĝ :=

〈
0 1 0 0
2 0 0 0
0 0 0 2
0 0 1 0

 ,


0 0 1 0
0 0 0 1
2 0 0 0
0 2 0 0


〉

≤ Aut(C),

then Ĝ is a group of order 8 (actually isomorphic to a quaternion group) in which the only
diagonal matrices are ±E. Clearly, G = π(Ĝ) = ⟨(12)(34), (13)(24)⟩ ∼= V4 acts regularly
on {1, . . . , 4}. Therefore, according to Theorem 3.2, the linear code C is a twisted group
code in Fα

3G for a suitable 2-cocycle α of G. Note that C is not a group code, by ([2],
Theorem 1.2), since the subgroup of Aut(C) consisting of permutation matrices has order
3. In Proposition 6.1 we shall deal with arbitrary Hamming codes.

Remark 3.4 If α in Theorem 3.2 is a coboundary, then C is a group code since Fα
qG

∼= FG.
The coboundary condition of α also means that the extension

1 −→ Kerπ −→ Ĝ −→ G = π(G) −→ 1

splits ([13], section preceding Theorem 1.2.12), i.e.,

Aut(C) ≥ Ĝ = Kerπ ⋊H

with G ∼= H and H acts regularly on {1, . . . , n}. Note, that H may not be a group of
permutation matrices. But we can replace H by an isomorphic group of permutation
matrices in Aut(C), which acts regularly, as follows.

Since α is a 2-coboundary of G we have α(h, h′) = β(h)β(h′)β(hh′)−1 for all h, h′ ∈ H.
Replacing the basis {ex | x ∈ G} by {fh = 1

β(h)eh | h ∈ H} we get

fh′ ĥ = β(h)fh′h.

Thus h acts on C by the matrix β(h)P (π(h)) ∈ Aut(C). Since obviously nonzero scalar
matrices of type(n, n) are in Aut(C) we get P (π(h)) ∈ Aut(C) for all h ∈ H. This
shows that in Theorem 3.2, in the case that α is a coboundary, Aut(C) contains a regular
subgroup of permutation matrices of order n in agreement with ([2], Theorem 1.2).
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4 Self-dual twisted group codes

According to [16], a group algebra FG contains a self-dual group code if and only if the
characteristic of F is two and 2 divides the order of G. In twisted group algebras self-dual
codes may also exist in odd characteristic as the next example shows.

Example 4.1 Let V = ⟨x, y⟩ be the Klein four group. We may define a twisted group
algebra Fα

3V by the multiplication table

1 x y z

1 1 x y z
x x −1 z −y
y y −z −1 x
z z y −x −1

For e = −1 + x + y we have e = e2. Thus C = eFα
3V is a direct summand in Fα

q V .
One easily computes that dimC = 2 and for the minimum distance we get d(C) = 3.
Furthermore C = C⊥ and C is an irreducible Fα

3V -module. Thus C is an irreducible
self-dual [4, 2, 3]3 twisted group code. Actually C is the ternary [4, 2, 3] Hamming code of
Example 3.3.

Theorem 4.2 Let C = C⊥ ≤ Fα
qG and suppose that the only diagonal matrices in Aut(C)

are scalar matrices. Then α = α−1.

Proof: If A = diag(α(1, g), . . . , α(x, g), . . .)P (π(g)) is the matrix of the action of g ∈ G
on FαG from the right, then A ∈ Aut(C), and according to Lemma 2.12, we get

B = diag(α(1, g)−1, . . . , α(x, g)−1, . . .)P (π(g)) ∈ Aut(C⊥) = Aut(C).

Thus
D = AB−1 = diag(α(1, g)2, . . . , α(x, g)2, . . .) ∈ Aut(C).

Since α is normalized (what we always assume) we have α(1, g) = 1 for all g ∈ G. Now the
assumption that scalar matrices are the only diagonal automorphisms implies that D = E
is the identity matrix. Thus α = α−1. 2

Corollary 4.3 If C = C⊥ is a twisted group code over a finite field of characteristic 2
and suppose that the only diagonal matrices in Aut(C) are scalar matrices, then C is a
group code.

Proof: According to Theorem 4.2 we have α = α−1. Furthermore, F∗ = F∗
q has odd order

if 2 | q. Thus α2 = 1 implies that α = 1, i.e., α(g, h) = 1 for all g, h ∈ G. 2
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Example 4.4 Let C = C⊥ be a λ-constacyclic code with minimum distance d(C) ≥ 2.
Thus, according to Example 2.5, we may assume that 0 ̸= C = C⊥ < FαλG where G = ⟨g⟩,
say of order n. Furthermore,

αλ(x, g
n−1) = λ

for all 1 ̸= x ∈ G. If we order G by 1, g, g2, . . . , gn−1, then according to the proof of
Theorem 4.2 we see that D = diag(1, 1, · · · , λ2) ∈ Aut(C). Let 0 ̸= c =

∑n−1
i=0 cigi ∈ C.

Clearly, we may assume that cn−1 ̸= 0. Suppose that λ ̸= ±1. Thus 0 ̸= c′ = c − cD ∈
Aut(C) and wt(c′) = 1. This contradicts C < FαλG. In particular, there are no nontrivial
self-dual λ-constacyclic codes in the case that λ ̸= ±1, a result earlier proved by Dinh in
([9], Proposition 3.2).

Theorem 4.5 Suppose that α = α−1 and let C = eFαG be a twisted group code where
e = e2. Then the following are equivalent.

a) C = C⊥.

b) êe = 0 and 1− ê = e(1− ê).

In particular, if e = 1− ê, then C = C⊥.

Proof: First observe that Annl(eFαG) = FαG(1 − e). Applying Proposition 2.11 and
Theorem 2.10 we see that

C⊥ = (1− ê)FαG.

a) =⇒ b) C = C⊥ implies
C = eFαG = (1− ê)FαG.

Thus (1− ê)e = e and e(1− ê) = 1− ê.
b) =⇒ a) The condition 1− ê = e(1− ê) forces (1− ê)FαG ≤ eFαG. The condition êe = 0
which is equivalent to (1− ê)e = e shows that eFαG ≤ (1− ê)FαG. 2

Proposition 4.6 Let V and α be as in Example 4.1 and let q be the power of an odd
prime. Then Fα

q V contains a self-dual nontrivial twisted group code.

Proof: First note that in a finite field of odd characteristic each element is the sum of
two squares. Thus we can solve the equation

−
(
1

2

)2

= b2 + c2

with suitable b, c ∈ Fq. Now we put

e =
1

2
1 + bx+ cy.

One easily shows that e = e2 and e = 1− ê. Thus the assertion follows by Theorem 4.5. 2
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5 The ternary extended Golay code

In [3] the authors already mentioned that the ternary extended Golay code C is a twisted
group code. In this section we give an explicit construction of C as a right ideal in Fα

3A4.
Moreover we show that C is generated by an idempotent, hence a projective module for
Fα
3A4. Note that according to [3] the binary extended Golay code is a group code in F2S4,

but not projective.

We start with the following matrices.

X =

(
0 −1
1 0

)
, Y =

(
1 −1
−1 −1

)
and A =

(
−1 1
−1 0

)
.

If Z = XY =

(
1 1
1 −1

)
, then XA = Y, Y A = Z and ZA = X. Since X2 = Y 2 = Z2 =(

−1 0
0 −1

)
= E, we see that

SL(2, 3) = ⟨X,Y,A⟩.

Let ˜ denote the natural group epimorphism

SL(2, 3) −→ SL(2, 3)/{±E} ∼= A4.

If we put x = X̃, y = Ỹ , z = Z̃ and a = Ā, then V = ⟨x, y⟩ is a Klein 4-group and
⟨x, y, a⟩ ∼= A4.

Let G = ⟨x, y, a⟩ ∼= A4. Then the multiplication in the twisted group algebra Fα
3G is

given by

1 x y z a xa ya za a2 xa2 ya2 za2

1 1 x y z a xa y za a2 xa2 ya2 za2

x x −1 z −y xa −a za −ya xa2 −a2 za2 −ya2

y y −z −1 x ya −za −a xa ya2 −za2 −a2 xa2

z z y −x −1 za ya −xa −a za2 ya2 −xa2 −a2

a a za xa ya a2 za2 xa2 ya2 1 z x y
xa xa −ya −a za xa2 −ya2 −a2 za2 x −y −1 z
ya ya xa −za −a ya2 xa2 −za2 −a2 y x −z −1
za za −a ya −xa za2 −a2 ya2 −xa2 z −1 y −x
a2 a2 ya2 za2 xa2 1 y z x a ya za xa

xa2 xa2 za2 −ya2 −a2 x z −y −1 xa za −ya −a
ya2 ya2 −a2 xa2 −za2 y −1 x −z ya −a xa −za
za2 za2 −xa2 −a2 ya2 z −x −1 y za −xa −a ya
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For instance x za = −ya arises from the matrix equation X(ZA) = −Y A.

Hence, for the 2-cocycle α of G we have the following matrix (α(g, h))g,h∈G.

1 x y z a xa ya za a2 xa2 ya2 za2

1 1 1 1 1 1 1 1 1 1 1 1 1
x 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
y 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1
z 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1

a 1 1 1 1 1 1 1 1 1 1 1 1
xa 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1
ya 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1
za 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1

a2 1 1 1 1 1 1 1 1 1 1 1 1
xa2 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1
ya2 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
za2 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1

Next we put
e = −1 + z − xa+ za+ xa2 − ya2.

One easily shows that e2 = e. Furthermore,

ê = −1− z + ya2 − xa2 − za+ xa.

Thus 1 − ê = e. By Theorem 4.5, we get C = C⊥. Since F = F3 it follows that C is
3-divisible. Suppose that there exists 0 ̸= c ∈ C with wt(c) = 3. Since C is an ideal in
Fα
3A4 we may assume that 1̄ occurs of c. Thus we may assume that

c = 1 + λg + µh ∈ C = C⊥

with λ, µ ∈ F∗
3 and 1, g, h pairwise different. Let t ∈ G such that h = gt. Since C is a right

ideal we get
ct = t+ λα(g, t)h+ µα(h, t)ht ∈ C.

The condition 0 = ⟨c, ct⟩ leads to one the following two cases:

(i) g = t and µα(g, g) + 1 = 0.
(ii) g = ht = gt2 (hence t2 = 1) and α(g, t) + α(h, t) = 0.

Case (i): The second condition in (i) shows that µ = − 1
α(g,g) = −α(g, g). Thus

c = 1 + λg − α(g, g)g2,
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hence g has order 3 since g ∈ A4. Furthermore, note that

e = −1 + z − (xa+ (xa)2) + (za+ (za)2).

Now, 0 = ⟨e, c⟩ forces

(i1) c = 1 + g − g2 (λ = 1, α(g, g) = −1) or

(i2) c = 1− g + g2 (λ = −1, α(g, g) = 1).

Suppose the case (i1) holds, hence

c = 1 + g − g2.

Now, g ∈ supp(e) and α(g, g) = −1 leads to g = xa or g = za. In both cases we have
⟨c, e⟩ = −1, a contradiction. In the case (i2) we get by the same argument g = xa2 or
g = ya2 and ⟨c, e⟩ = −1, again a contradiction. Thus the case (i) can not occur.

Case (ii): First note that
α(ht, t) = α(g, t) = −α(h, t)

and c = 1 + λht+ µh. With

ct = t+ λ(ht, t)h+ µα(h, t)ht = t− λ(h, t)h+ µα(h, t)ht

we obtain
0 = ⟨c, ct⟩ = −λα(h, t) + λµα(h, t),

hence µ = 1. Thus
c = 1 + λht+ h.

First suppose that Ord (h) = 3. We look at

ch−1 = h−1 + λα(ht, h−1)hth−1 + α(h, h−1)1.

Now the assumption Ord (h) = 3 shows that h ̸∈ {h−1, hth−1} and ht ̸∈ {h−1, hth−1}.
Thus

0 = ⟨c, ch−1⟩ = α(h, h−1) ̸= 0,

a contradiction. Therefore h and t are involutions, hence elements in V # = {x, y, z}. We
write

c = 1 + λu+ v

with u, v ∈ V #. The condition 0 = ⟨e, c⟩ leads to u = z and λ = 1 or v = z. Thus we have
c = 1+z+v or c = 1+λu+z. In both cases we get ⟨e, ca2⟩ ≠ 0 since a2 and za2 are not in
the support of e, but xa2 and ya2 are. This shows that C has minimum distance 6. Hence
C is a ternary self-dual [12, 6, 6] twisted group code which must be the ternary extended
Golay code due to a well-known result of MacWilliams. Note that C is a projective Fα

3A4

module since it is generated by an idempotent. Thus we have shown the following.
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Proposition 5.1 The ternary extended Golay code C is a twisted group code for the
alternating group A4. Moreover, C is a projective Fα

3A4 −module.

Remark 5.2 Above we explicitly constructed the ternary extended Golay code C as a
right ideal in the twisted group algebra Fα

3A4 which is a projective Fα
3A4-module. It is

well-known that Aut(C) = M̂12, the covering group of the Mathieu group M12. By ([12],
Section 14) the dihedral group D12 is a regular subgroup of M12. Let D̂12 be the preimage
of D12 in M̂12, hence D̂12 ≤ Aut(C). Since M12 acts doubly transitive on 12 letters, the
only diagonal matrices in Aut(C) are scalar matrices (see for instance ([17], Proposition
1.2.26)) Thus we may apply Theorem 3.2 to see that the ternary extended Golay code C
is also a right ideal in the twisted group Fα

3D12 for some 2-cocycle α. In the case that
α(g, h) = −1 if g and h are involutions in D12 and otherwise α(g, h) = 1 one can check
with Magma that the ternary extended Golay code in Fα

3D12 is not a projective module
for Fα

3D12.

6 The Hamming codes

Let C = Hk,q denote the [n, n − k, 3] Hamming code over Fq where n = qk−1
q−1 . It is well-

known that Aut(C) ∼= Aut(C⊥) ∼= GL(k, q) and the only diagonal matrices in Aut(C) are
the nonzero scalar matrices ([17], Satz 4.1.3). If H is a control matrix for C, then the
isomorphism Aut(C⊥) −→ GL(k, q) can be defined by M 7→ X where XH = HM . We
may identify the columns ofH by the projective space Pk−1(q), i.e., the set of 1-dimensional
subspaces of Fk

q and Aut(C⊥) with GL(k, q).

Theorem 6.1 For all k and q the Hamming code C = Hk,q is a twisted cyclic group code.

Proof: Let V = V (k, q) = Fqk and let γ be a generator of the multiplicative group F∗
qk
.

We consider the Singer cycle
Fqk ∋ x 7→ γx ∈ Fqk .

Note that ⟨γ⟩ acts on the projective space Pk−1(q) via ⟨x⟩ 7→ ⟨γx⟩. If ⟨γix⟩ = ⟨x⟩ for some
0 ̸= x ∈ Fqk and some i ∈ N, then γix = λx for some 0 ̸= λ ∈ Fq which implies γi = λ ∈ F∗

q .
This happens if and only if n | i. Thus, if S ∈ GL(k, q) is the companion matrix of γ,
then Si = λE with λ ∈ F∗

q if and only if n | i. Thus PGL(n, q) has a cyclic subgroup ⟨S⟩
of oder n which acts regularly on Pk−1(q). Since ⟨S⟩ ≤ Aut(C⊥) and π(⟨S⟩) = ⟨S⟩ we get
C⊥ ≤ Fα

q ⟨S⟩ for some 2-cocycle α, by Theorem 3.2. Thus C ≤ Fα−1

q ⟨S⟩. 2

Corollary 6.2 Linear perfect codes are always twisted cyclic group codes, sometimes even
cyclic group codes.

Proof: Here we use the classification of linear perfect codes. Clearly the binary repeti-
tion codes of odd length is a cyclic group code. The automorphism group of the binary
[23, 12, 7] is the simple Mathieu group M23 consisting of permutation matrices. Since M12
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contains a cyclic group of order 23, the binary Golay code is a cyclic group code according
to ([2], Theorem 1.2). The automorphism group of the ternary [11, 6, 5] Golay code is the
simple Mathieu group M11 which has a cyclic subgroup of order 11 consisting of permu-
tations ([15], Ch. 20, Corollary 19). Thus again by ([2], Theorem 1.2), the ternary Golay
code is a cyclic group code. For Hamming codes the assertion follows by Theorem 6.1. 2

Example 6.3 Let C = H2,q be the [n, n − 2, 3] Hamming code over F = Fq where n =
q2−1
q−1 = q + 1.

a) In the case that 2 | q we have SL(2, q) = PSL(2, q) ≤ GL(2, q) and there is a cyclic
subgroup of order q + 1 in PSL(2, q) which acts transitively on the projective line P1(q),
by ([10], Kap.II, Satz 8.4). Thus C is a cyclic group code according to ([2], Theorem 1.2).

b) Now suppose that q is odd. According to ([12], Table 16.1) the group PSL(2, q) contains
a metacyclic subgroup of order q + 1 acting regular on P1(q). This group is a dihedral
group by ([10], Kap. II, Satz 8.4). Taking its preimage in SL(2, q) we see that C is a
twisted dihedral group code due to Theorem 3.2.
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